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Inverse problems of identi�cation of the fractional di�usivity and the order of fractional

di�erentiation are considered for linear fractional anomalous di�usion equations with the

Riemann � Liouville and Caputo fractional derivatives. As an additional information about

the anomalous di�usion process, the concentration functions are assumed to be known at

several arbitrary inner points of calculation domain. Numerically-analytical algorithms are

constructed for identi�cation of two required parameters of the fractional di�usion equations

by approximately known initial data. These algorithms are based on the method of time

integral characteristics and use the Laplace transform in time. The Laplace variable can be

considered as a regularization parameter in these algorithms. It is shown that the inverse

problems under consideration are reduced to the identi�cation problem for a new single

parameter which is formed by the fractional di�usivity, the order of fractional di�erentiation

and the Laplace variable. Estimations of the upper error bound for this parameter are

derived. A technique of optimal Laplace variable determination based on minimization of

these estimations is described. The proposed algorithms are implemented in the AD-TIC

package for the Maple software. A brief discussion of this package is also presented.
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Introduction

The fractional calculus [1�3] provides e�cient tools for mathematical modelling of
various processes. Di�erential equations with fractional derivatives of di�erent kinds
(so-called fractional di�erential equations) represent an important part of mathematical
models used for investigation of processes with nonlocal spatial e�ects and memory [4�6].
Such processes are frequently observed in complex systems and inhomogeneous media.
Anomalous di�usion processes form a wide class of such phenomena, and appropriate
fractional di�usion equations have been much studied [7�10]. These equations permit the
useful mathematical description of subdi�usion and superdi�usion processes in which the
mean square displacement of a particle is described by a power law with an exponent not
equal to one contrary to the classical Gaussian di�usion process.

However, the lack of initial data for a simulated process is one of the important problem
of the theory of fractional di�erential equations which limit the practical use of such
equations. In particular, a fractional di�usivity (or an anomalous di�usion coe�cient) and
orders of fractional di�erentiation are the required initial data for fractional anomalous
di�usion equations. So, an important problem of fractional parameters identi�cation
arises. This problem leads to di�erent mathematical formulations of inverse coe�cient
problems. It is necessary to note that the problem of identi�cation of the order of fractional
di�erentiation does not have an analog in the classical theory of inverse problems for integer
order di�erential equations. Thus, new methods and algorithms of identi�cation should be
developed.
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The integral characteristic methods [11�13] give simple and e�cient algorithms of
constant coe�cients identi�cation applicable to the linear partial di�erential equations.
These methods were e�ciently used for identi�cation of thermal properties of di�erent
materials [11,12]. On the basis of this methods, several non-destructive testing instruments
for automatic identi�cation of conductivity, heat capacity and thermal di�usivity was
developed [14]. Subsequently, methods of integral characteristics were enhanced to inverse
problems for di�erent di�usion models. In particular, the di�usivity and drift coe�cient
have been successfully calculated for a model of the radiation-stimulated di�usion
accompanying ion implantation processes [15,16].

The method of time integral characteristics [13] is one of the integral characteristic
methods. In [17] the explicit integral representations for a constant anomalous di�usivity
and the order of fractional di�erentiation have been derived using this method. These
representations are based on the integral Laplace transform in time for a concentration
function which is measured by time at the boundary and several inner points of calculation
domain. In spite of all advantages of an explicit analytical form, these representations
require that the concentration function must be known in the strictly determined
inner points. This limitation restricts the practical use of these integral representations.
Nevertheless, the restriction can be overcome by numerical algorithms. In this paper, the
appropriate numerically-analytical algorithms based on the time integral characteristic
method are proposed. These algorithms are implemented in the AD-TIC package for the
Maple software. The functionality of this package is also brie�y discussed.

1. Formulations of Inverse Problems

Consider a set of fractional anomalous di�usion equations

Dα
t u = kuxx + f(t)g(x), x ∈ (a, b), t > 0, α ∈ (0, 2). (1)

Here Dα
t u is a left-sided fractional derivative of function u with respect to t of order α.

The Riemann � Liouville Dα
t u and Caputo CDα

t u time-fractional derivatives will be used
as Dα

t u. The di�nitions of these fractional derivatives are as follows:

Dα
t u ≡ ∂n

∂tn
(
In−αt u

)
=

1

Γ(n− α)

∂n

∂tn

∫ t

0

u(x, τ)

(t− τ)α−n+1
dτ, (2)

CDα
t u ≡ In−αt

(
∂nu

∂tn

)
=

1

Γ(n− α)

∫ t

0

1

(t− τ)α−n+1

∂nu(x, τ)

∂τn
dτ. (3)

Here Γ(z) is the Gamma function, n = [α] + 1 and

In−αt u =
1

Γ(n− α)

∫ t

0

u(x, τ)

(t− τ)α−n+1
dτ

is the left-sided time-fractional integral of order n− α.
Equation (1) with α ∈ (0, 1) can be used as a mathematical model for subdi�usion

procesess, and with α ∈ (1, 2) as a model for di�usion-wave transfer. In the limiting case
of α = 1 this equation coinsides with the classical di�usion equation, and for α = 2 it
coincides with the classical wave equation.
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Initial and boundary conditions are necessary for unique solvability of equation (1).
The form of the initial conditions is de�ned by the type of fractional derivative. If the
Riemann � Liouville fractional derivative (2) is used in equation (1) then the appropriate
initial conditions have the form

In−αt u|t=0 = ψ0(x), x ∈ (a, b), α ∈ (0, 2), (4)

Dα−1
t u|t=0 = ψ1(x), x ∈ (a, b), α ∈ (1, 2). (5)

For the Caputo fractional derivative (3) the initial conditions have the form

u|t=0 = φ0(x), x ∈ (a, b), α ∈ (0, 2), (6)

ut|t=0 = φ1(x), x ∈ (a, b), α ∈ (1, 2). (7)

In this paper, the boundary conditions of the �rst kind will be used:

u(a, t) = ua(t), u(b, t) = ub(t), t > 0. (8)

In [9] it was proved that unique solutions exist for initial-boundary problems (1), (4),
(5), (8) and (1), (6) � (8) if all functions in (4) � (7) and function tn−αf(t) are continuous
functions in their domains of de�nition, and the following consistency conditions hold:

lim
t→0

In−αt ua(t) = ψ0(a), lim
t→0

In−αt ub(t) = ψ0(b);

lim
t→0

Dα−1
t ua(t) = ψ1(a), lim

t→0
Dα−1
t ub(t) = ψ1(b)

if the Riemann � Lioville fractional derivative is used in equation (1), and

lim
t→0

ua(t) = φ0(a), lim
t→0

ub(t) = φ0(b);

lim
t→0

u′a(t) = φ1(a), lim
t→0

u′b(t) = φ1(b)

if the Caputo fractional derivative is used. Further, we assume that these consistency
conditions hold.

Now, let us formulate the inverse coe�cient problem for identi�cation of the di�usivity
k and the order of fractional di�erentiation α. We assume that the appropriate initial
conditions (4), (5) or (6), (7) and the boundary conditions (8) are known. Then the
corresponding direct problems are solvable for all k > 0 and α ∈ (0, 2). An additional
information about di�usion process is necessary for solving an inverse problem. Therefore,
the concentration function u(x, t) will be assumed to be known at the certain inner points
x = li of calculation domain, i.e.

u(li, t) = ui(t), li ∈ (a, b), i = 1, 2, . . . , n, n > 1, (9)

where ui(t) are known functions. If only one parameter (k or α) should be calculated
whereas another parameter is known then one function u1(t) is enough for solvability of
the inverse problem (in this case n = 1).
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2. Identi�cation Algorithms

The time integral characteristic method is based on an integral transform in time
domain. The Laplace transform is commonly used as a such transform. Taking the
Laplace transform of the linear initial-boundary problem, one can obtain a linear ordinary
di�erential equation which can be solved analytically. Then the desired parameters can be
found from this solution using an additional information about the process.

Denote by v∗(p) the Laplace transform of a function v(t):

v∗(p) =

∫ ∞

0

e−ptv(t)dt. (10)

Taking transform (10) of initial-boundary conditions for equation (1), we get the
following boundary value problem for the linear ordinary di�erential equation of the second
order:

pαu∗(x, p) = ku∗xx(x, p) + h(x, p, α), (11)

u∗(a, p) = u∗a(p), u∗(b, p) = u∗b(p). (12)

Here

h(x, p, α) =

{
f ∗(p)g(x) + ψ0(x), α ∈ (0, 1),

f ∗(p)g(x) + ψ1(x) + pψ0(x), α ∈ (1, 2)

if the Riemann � Liouville fractional derivative is used, and

h(x, p, α) =

{
f ∗(p)g(x) + pα−1φ0(x), α ∈ (0, 1),

f ∗(p)g(x) + pα−1φ0(x) + pα−2φ1(x), α ∈ (1, 2)

if the Caputo fractional derivative is used.
The solution of problem (11), (12) is well-known and can be represented in the form

sinhλ(b− a)u∗(x, p) = sinhλ(b− x)

[
u∗a(p) + (kλ)−1

∫ x

a

h(ξ, p, α) sinhλ(ξ − a)dξ

]
+

+ sinhλ(x− a)

[
u∗b(p) + (kλ)−1

∫ b

x

h(ξ, p, α) sinhλ(b− ξ)dξ

]
, (13)

where λ =
√
pα/k.

Substituting the Laplace transforms of the known concentration functions (9) into
(13), we get a system of algebraic equations. The residual quadratic functional for this
system has the form

Φ(k, α, p) =
n∑
i=1

(Si +KFi)
2, (14)

where K = k−1,

Si(λ, p) = sinhλ(b− li)u
∗
a(p) + sinhλ(li − a)u∗b(p)− sinhλ(b− a)u∗i (p),
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Fi(λ, p) = (λ)−1

[
sinhλ(b− li)

∫ li

a

h(ξ, p, α) sinhλ(ξ − a)dξ+

+sinhλ(li − a)

∫ b

li

h(ξ, p, α) sinhλ(b− ξ)dξ

]
if the Riemann � Liouville fractional derivative is used, and

Si(λ, p) = sinhλ(b− li)u
∗
a(p) + sinhλ(li − a)u∗b(p)− sinhλ(b− a)u∗i (p)+

+ λ sinhλ(b− li)

∫ li

a

[
p−1φ0(ξ) + p−2φ1(ξ)

]
sinhλ(ξ − a)dξ+

+ λ sinhλ(li − a)

∫ b

li

[
p−1φ0(ξ) + p−2φ1(ξ)

]
sinhλ(b− ξ)dξ,

Fi(λ, p) = (λ)−1

[
sinhλ(b− li)

∫ li

a

f ∗(p)g(ξ) sinhλ(ξ − a)dξ+

+sinhλ(li − a)

∫ b

li

f ∗(p)g(ξ) sinhλ(b− ξ)dξ

]
if the Caputo fractional derivative is used.

As it follows from the analysis of the above formulas, in the case of homogeneous
equation (1) (i.e. if f(t)g(x) = 0) considered with the Caputo fractional derivative, the
desired parameters k and α are coupled in Φ by λ because in this case Fi = 0, i =
1, 2, . . . , n. If equation (1) is considered with the Riemann � Liouville fractional derivative
then the order of fractional di�erentiation α is also coupled with k in Φ by λ but the
di�usivity k is also presented in Φ independently from λ.

Thus, if equation (1) is considered with the Riemann � Liouville fractional derivative or
it is the nonhomogeneous equation with the Caputo fractional derivative then the desired
parameters k and α can be found from the solution of the system of equations which is
derived from the necessary conditions of an extremum for function (14):

∂Φ

∂k
= 0,

∂Φ

∂α
= 0. (15)

In the case of homogeneous equation (1) with the Caputo fractional derivative, λ is
the only parameter which can be determined from the equation

∂Φ

∂λ
= 0. (16)

Minimization of (14) as a function of parameters k and α by a numerical routine leads
to computational di�culties since the order of fractional di�erentiation α is presented in
Φ only as the power function pα. Nevertheless, the pair (k, λ) can be considered insted of
the pair (k, α). Substituting (14) into (15) we get the following system

n∑
i=1

(Si +KFi)

(
∂Si
∂λ

+K
∂Fi
∂λ

+ 2KFi

)
= 0,

n∑
i=1

(Si +KFi)

(
∂Si
∂λ

+K
∂Fi
∂λ

)
= 0.
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The explicit representation for K can be found from this system as

K = −

(
n∑
i=1

SiFi

)(
n∑
i=1

F 2
i

)−1

. (17)

Then we get a unique equation for λ:

n∑
i=1

Si − Fi

(
n∑
j=1

SjFj

)(
n∑
j=1

F 2
j

)−1
∂Si

∂λ
− ∂Fi

∂λ

(
n∑
j=1

SjFj

)(
n∑
j=1

F 2
j

)−1
 = 0. (18)

In the case of homogeneous equation (1) with the Caputo fractional derivative
condition (16) leads to a more simple equation for the parameter λ evaluation:

n∑
i=1

Si
∂Si
∂λ

= 0. (19)

As a result, we get the following algorithm for identi�cation of parameters k and α.
Solving (18) or (19), one can �nd the parameter λ. Then from the representation (17)
the di�usivity k can be calculated. Finally, the order of fractional di�erentiation α can be
calculated from λ by known k.

If all initial data are known without any errors then the proposed algorithm gives
exact values of parameters k and α for any value of Laplace variable p. Nevertheless, in
practice the initial data (such as a concentration function) are usually obtained from the
experiments and therefore is known approximately. Then the values of k and α will depend
on the value of p. So, a new important problem arises: it is necessary to determine the
value of p such that the errors of identi�cation of k and α will be minimal. Note that in the
time integral characteristic method the parameter p can be considered as a regularization
parameter of the identi�cation algorithm. Therefore, the value of p should be consistent
with the errors of initial data.

3. Estimation of the Laplace Variable

In the method of time integral characteristics the values of the Laplace variable p
always belong to a �nite interval [pmin, pmax] which is determined by the chosen numerical
algorithm for the Laplace transform calculation and by the time intervals in which
the initial data are known. An e�cient numerical algorithm for the Laplace transform
calculation is based on a quadrature which is derived from an expansion of the Laplace
integral by the system of the orthogonal Laguerre polynomials [18]:

v∗(p) =

∫ ∞

0

e−ptv(t)dt =
1

p

∫ ∞

0

e−τv

(
τ

p

)
dτ ≈ 1

p

n∑
k=1

1

τk

(
n!

L′
n(τk)

)2

v

(
τk
p

)
. (20)

Here the quadrature points τk are the roots of the Laguerre polynomial of degree n:
Ln(τk) = 0.

If a function v is known on the interval [0, t̄] then the minimal value of p can be found
from a condition that all quadrature points should belong to this interval: pmin = τn/t̄.
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All known values of a function v(t) should be used for a proper calculation of the Laplace
transform by (20). Therefore, the quadrature points should cover the �nite interval [0, t̃] in
which the variation of this function is signi�cant (we assume that t̃ < t̄ because the Laplace
transformation can not be calculated correctly otherwise). Then we have pmax = τn/t̃.

Another case is also possible if v(t) → v0 = const with t→ ∞. Then t̄→ ∞ and t̃ can
be chosen from the equality |v(t̃) − v0| = ∆v, where ∆v is an estimation for the absolute
error of the function v(t). In this case the following rule can be accepted: let l and m be
given positive integers and no less than l and m quadrature points belong to the intervals
[0, t̃] and [t̃,∞), correspondingly. Then we have pmin = τl/t̃ and pmax = τn−m/t̃.

If there is no information about the errors of initial data then the parameters k and
α can be evaluated from the function λ(p) by the least square method for p ∈ [pmin, pmax].
In such approach these parameters are found by minimization of the function

Ψ(k, α) =

∫ pmax

pmin

[α ln p− ln k − 2 lnλ(p)]2dp.

Then we get the following explicit representations:

α = 2

[∫ pmax

pmin

lnλ(p) ln p dp−
(
pmax ln pmax − pmin ln pmin

pmax − pmin

− 1

)∫ pmax

pmin

lnλ(p)dp

]
×

×
[
(pmax − pmin)−

pminpmax

pmax − pmin

ln2 pmax

pmin

]−1

, (21)

k = exp

[
(pmax − pmin)

−1

∫ pmax

pmin

(α ln p− 2 lnλ(p)) dp

]
. (22)

If the error bounds for initial data are known then the optimal value popt of the
Laplace variable p can be evaluated by minimization of the error bound estimation for the
parameter λ which is derived from (18) or (19).

Let the absolute errors bounds ∆u, ∆f , ∆g, ∆φ0 , ∆φ1 , ∆ψ0 , ∆ψ1 corresponding to the
functions u(t, x), f(t), g(x), φ0(x), φ1(x), ψ0(x), ψ1(x) be known. The following estimates
are valid for the absolute errors of the Laplace transform functions:

|ũ∗(p, x)− ū∗(p, x)| ≤ ∆u

p
,

∣∣∣f̃ ∗(p)− f̄ ∗(p)
∣∣∣ ≤ ∆f

p
,

where ū, f̄ and ũ, f̃ are correspondingly exact (unknown) and approximate (known) values
of the functions u and f . Then the estimate of the absolute error for λ derived from (18)
has the form

∆λ ≤ |Jλ|−1
n∑
i=1

[|JSi
|∆Si

+ |JFi
|∆Fi

+ |Si +KFi| (∆∂Si
+K∆∂Fi

)] ≡ ∆̄λ(p), (23)

where

Jλ =
n∑
i=1

[
δ21i + (Si +KFi)δ2i

]
− δ2

n∑
i=1

F 2
i , JSi

= δFi− δ1i, JFi
= (Si+2KFi)δ−Kδ1i,

δ1i =
∂Si
∂λ

+K
∂Fi
∂λ

, δ2i =
∂2Si
∂λ2

+K
∂2Fi
∂λ2

, δ =

(
n∑
i=1

F 2
i

)−1 n∑
i=1

(
KFi

∂Fi
∂λ

− Si
K

∂Si
∂λ

)
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and K is evaluated by (17). In addition,

∆Fi
=

4

λ2
∆h sinh

λ(b− a)

2
sinh

λ(b− li)

2
sinh

λ(li − a)

2
+

+
1

pλ
∆f

[
sinhλ(b− li)

∫ li

a

|g̃(ξ)| sinhλ(ξ − a)dξ + sinhλ(li − a)

∫ b

li

|g̃(ξ)| sinhλ(b− ξ)dξ

]
,

∆∂Fi
=

2

λ2
∆h sinh

λ(b− a)

2
sinh

λ(li − a)

2
sinh

λ(b− li)

2
×

×
[
(li − a) coth

λ(li − a)

2
+ (b− li) coth

λ(b− li)

2
+ (b− a) coth

λ(b− a)

2
− 4

]
+

+
∆f

pλ2

{
[λ(b− li) coshλ(b− li)− sinhλ(b− li)]

∫ li

a

|g̃(ξ)| sinhλ(ξ − a)dξ+

+ [λ(li − a) coshλ(li − a)− sinhλ(li − a)]

∫ b

li

|g̃(ξ)| sinhλ(b− ξ)dξ+

+ λ sinhλ(b− li)

∫ li

a

|g̃(ξ)|(ξ − a) coshλ(ξ − a)dξ+

+λ sinhλ(li − a)

∫ b

li

|g̃(ξ)|(b− ξ) coshλ(b− ξ)dξ

}
,

and

∆Si
= 4

∆u

p
sinh

λ(b− a)

2
cosh

λ(b− li)

2
cosh

λ(li − a)

2
,

∆∂Si
=

∆u

p
[(b− li) coshλ(b− li) + (li − a) coshλ(li − a) + (b− a) coshλ(b− a)] ,

∆h =

{
|f̃ ∗(p)|∆g +∆ψ0 , α ∈ (0, 1);

|f̃ ∗(p)|∆g + p∆ψ0 +∆ψ1 , α ∈ (1, 2),

if the Riemann � Liouville fractional derivative is used, and

∆Si
=

4

p2
sinh

λ(b− a)

2

[
p∆u cosh

λ(b− li)

2
cosh

λ(li − a)

2
+

+ (p∆φ0 +∆φ1) sinh
λ(b− li)

2
sinh

λ(li − a)

2

]
,

∆∂Si
=

∆u

p
[(b− a) coshλ(b− a) + (b− li) coshλ(b− li) + (li − a) coshλ(li − a)] +

+
p∆φ0 +∆φ1

p2
[(b− a) coshλ(b− a)− (b− li) coshλ(b− li)− (li − a) coshλ(li − a)] ,

∆h = |f̃ ∗(p)|∆g

if the Caputo fractional derivative is used.
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The value of p = popt such that

∆̄λ(popt) = min
p∈[pmin,pmax]

∆̄λ(p),

where the estimate ∆̄λ(p) is determined by (23) is called an optimal value of the Laplace
variable p. Note that since ∆̄λ(p) > 0, for a �nite interval [pmin, pmax] the positive value of
popt always exists.

Thus, the solution of inverse coe�cient problem for equation (1) is represented by the
values of k and α which are calculated from λ(popt) and representation (17).

4. AD-TIC Package

The proposed algorithms from Sections 2 and 3 are implemented in the AD-TIC
package for the math software Maple [19]. Employment of the Maple software permits to
save the analytical evaluation for the most parameters of identi�cation algorithms such us
the estimate ∆̄λ(p) from (23), etc. This approach also permits the analytical representation
of initial data in the graphical user interface and enables the access to all special functions
in the Maple library.

The AD-TIC is a Maple package which includes a set of the Maple procedures. All
these procedures are divided into four di�erent groups:

1) computational routines, which implement the proposed algorithms of parameters
identi�cation;

2) input/output routines,
3) postprocessing routines, which realize an additional processing of identi�cation

results,
4) routines of graphical user interface.
The graphical user interface of the AD-TIC package was created using the Maplets

technology of the Maple software. It contains several interactive forms. The Main Form is
used for creating a calculation task in the work project format. The necessary functions
of initial data (such as initial conditions, boundary conditions, the source function of the
fractional di�usion equation) can be de�ned in explicit analytical forms in the Maple
notation or by the tables with appropriate numerical values which are saved in the text
�les. If a function is de�ned by the table then a spline approximation is used. The order
of spline approximation can be changed by user (the cubic spline approximation is used as
a default setting). All �elds of the Main Form are protected against incorrect data entry.
Initial data are saved in the structural text �le of the special format " .tic". An existing
project �le can be loaded from the Main Menu.

The AD-TIC package can be used for identi�cation of the fractional di�usivity k and
the order of fractional di�erentiation α for the fractional anomalous di�usion equation (1)
with the Riemann � Liouville (2) and Caputo (3) fractional derivatives. The subdi�usion
(α ∈ (0, 1)) and di�usion-wave (α ∈ (1, 2)) equations are allowed. Two required parameters
can be evaluated simultaneously as well as a single parameter identi�cation (k or α) is
available. The single coe�cient k can be evaluated by the AD-TIC package for two limited
cases of the classical di�usion equation (with α = 1) and the classical wave equation (with
α = 2).

The known time concentration functions at several inner points of a calculation domain
are used as initial data for identi�cation. The values of coordinates of these inner points
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(up to �ve) are entered in the appropriate �elds of the Main Form of the package. The
values of concentration functions are entered in the table format and are saved in the text
�les.

If the absolute error bounds for initial data are known then its values can also be
entered in the appropriate �elds of the Main Form. In this case the identi�cation algorithm
with popt evaluation by minimization of (23) is available. Otherwise, the identi�cation
algorithm based on the least square method with averaging by the variable p ∈ [pmin, pmax]
is used. All identi�cation algorithms implemented in the AD-TIC package have several
inner parameters and their values can be changed by user.

Now let us consider two test examples which were used for the veri�cation of the
AD-TIC package.

Example 1. The homogeneous subdi�usion equation (1) with the Riemann � Liouville
fractional derivative was considered in the interval x ∈ [0, 1]. The initial condition (4) and
boundary conditions (8) were chosen as

ψ0(x) = (1− x)3; u0(t) = 1 + t−0,2e−5t; u1(t) = 0.

Using the �nite di�erence method, a numerical solution of this initial-boundary value
problem was obtained for the following numerical values of parameters: k = 1, α = 0, 85.
This solution at the three points l1 = 0, 25, l2 = 0, 5 and l3 = 0, 75 was employed as initial
data for the inverse coe�cient problem. To simulate experimental errors, this solution
was perturbed by the normally distributed random noise with zero mean. The variance of
this noise was calculated from the condition that the absolute error of the concentration
function does not exceed 5 %, i.e. ∆u = 0, 05.

The AD-TIC package was used for identi�cation of k and α. The identi�cation
algorithm with popt evaluation by minimization of (23) was chosen. Thirty quadrature
points (n = 30) were used for the numerical Laplace transform calculation by (20). The
following numerical values of the boundaries for the Laplace variable p have been found:
pmin = 7, 86 and pmax = 34, 97. Figure 1 shows the curve of dependence of ∆̄λ on p. It can be
seen that this curve has a minimum at the inner point of the interval [pmin, pmax]. This point
corresponds to the optimal value of the Laplace variable popt = 22, 82. Using this optimal
value, the following values of the di�usivity and the order of fractional di�erentiation have
been obtained: k = 0, 933 and α = 0, 823.

So, the proposed algorithm permits to identify the parameters of the anomalous
subdi�usion equation with the Riemann � Liouville fractional derivative with an acceptable
accuracy.

Example 2. As a second example, the nonhomogeneous di�usion-wave equation with
the Caputo fractional derivative was considered. The problem parameters were as follows:

g(x) = x, φ0(x) = x3 + sin(πx), φ1(x) = 0, x ∈ [0, 1];

f(t) = −1, u0(t) = 0, u1(t) = 1, t ≥ 0.

The equation parameters were chosen as k = 0, 166 and α = 1, 3.
As in the previous example, a numerical solution of this initial-boundary value problem

was calculated using the �nite di�erence method. This solution at the points l1 = 0, 25,
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Fig. 1. The dependence of the absolute error estimate ∆̄λ for the parameter λ on the
Laplace variable p

Fig. 2. The dependence of the parameter λ on the Laplace variable p as a log-log plot

l2 = 0, 5 and l3 = 0, 75 was used as initial data for the inverse coe�cient problem without
any perturbations. The absolute error bounds for the concentration function and other
initial data were assumed to be unknown.

The AD-TIC package was used for identi�cation of k and α. The identi�cation
algorithm based on the least square method with averaging by the variable p ∈ [pmin, pmax]
was used. A numerical calculation gave the following results for the boundaries of the
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Laplace parameter interval: pmin = 0, 314 and pmax = 1, 398. The dependence of ln(λ) on
ln(p) for 25 values of p is plotted on Figure 2. It can be seen that a straight line is a
very good approximation for this data. The slope of this straight line corresponds to the
following value of the order of fractional di�erentiation: α = 1, 305. Using this value of α,
the anomalous di�usivity k was evaluated as k = 0, 165. Thus, the identi�cation algorithm
based on the least square method gives a good identi�cation results for the case of small
errors of the initial data.
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ÈÄÅÍÒÈÔÈÊÀÖÈß ÏÀÐÀÌÅÒÐÎÂ
ÄÐÎÁÍÎ-ÄÈÔÔÅÐÅÍÖÈÀËÜÍÛÕ ÌÎÄÅËÅÉ
ÀÍÎÌÀËÜÍÎÉ ÄÈÔÔÓÇÈÈ ÌÅÒÎÄÎÌ ÂÐÅÌÅÍÍÛÕ
ÈÍÒÅÃÐÀËÜÍÛÕ ÕÀÐÀÊÒÅÐÈÑÒÈÊ

Ñ.Þ. Ëóêàùóê

Ðàññìàòðèâàþòñÿ êîýôôèöèåíòíûå îáðàòíûå çàäà÷è èäåíòèôèêàöèè ïîñòîÿííûõ

êîýôèöèåíòîâ äðîáíî-äèôôåðåíöèàëüíûõ óðàâíåíèé àíîìàëüíîé äèôôóçèè ñ äðîá-

íûìè ïðîèçâîäíûìè òèïà Ðèìàíà � Ëèóâèëëÿ è Êàïóòî. Â êà÷åñòâå àïðèîðíîé èí-

ôîðìàöèè, íåîáõîäèìîé äëÿ ðåøåíèÿ îáðàòíûõ çàäà÷, âûñòóïàþò èçâåñòíûå çíà÷åíèÿ

ôóíêöèè êîíöåíòðàöèè â íåñêîëüêèõ âíóòðåííèõ òî÷êàõ ðàñ÷åòíîé îáëàñòè. Äëÿ ðå-

øåíèÿ ïîñòàâëåííûõ çàäà÷ ïðåäëîæåíû ÷èñëåííûå àëãîðèòìû, îñíîâàííûå íà ìåòîäå

âðåìåííûõ èíòåãðàëüíûõ õàðàêòåðèñòèê ñ èíòåãðàëüíûì ïðåîáðàçîâàíèåì Ëàïëàñà.

Ïîêàçàíî, ÷òî çàäà÷è ñâîäÿòñÿ ê èäåíòèôèêàöèè êîìïëåêñà, ñâÿçûâàþùåãî êîýôôèöè-

åíò àíîìàëüíîé äèôôóçèè è ïîðÿäîê äðîáíîãî èíòåãðîäèôôåðåíöèðîâàíèÿ. Ïîñòðîå-

íû îöåíêè àáñîëþòíîé ïîãðåøíîñòè èäåíòèôèêàöèè äàííîãî êîìïëåêñà, ïîñðåäñòâîì

ìèíèìèçàöèè êîòîðûõ íàõîäÿòñÿ îïòèìàëüíûå çíà÷åíèÿ ïàðàìåòðà ïðåîáðàçîâàíèÿ

Ëàïëàñà. Ïðåäëîæåííûå àëãîðèòìû ðåàëèçîâàíû â âèäå ïðîãðàììíîãî êîìïëåêñà â

ïàêåòå Maple.

Êëþ÷åâûå ñëîâà: àíîìàëüíàÿ äèôôóçèÿ; ïðîèçâîäíûå äðîáíîãî ïîðÿäêà; êîýôôè-

öèåíòíàÿ îáðàòíàÿ çàäà÷à; àëãîðèòì èäåíòèôèêàöèè; ïðîãðàììíûé êîìïëåêñ.
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